The North Carolina Testing Program
Technical Report
2012-2015
Science Assessments

End-of-Grade 5, 8 and End-of-Course Biology

T Public Schools of North Carolina

ﬂp State Board of Education | Department of Public Instruction



Prepared by:

Thakur Karkee, Ph. D.

Kinge Mbella, Ph.D.

Min Zhu, Ph. D.

Hope Lung, Section Chief, Test Development
North Carolina Department of Public Instruction

March 2016

In compliance with federal laws, NC Public Schools administers all state-operated
educational programs, employment activities and admissions without discrimination because of
race, religion, national or ethnic origin, color, age, military service, disability, or gender, except
where exemption is appropriate and allowed by law. Inquiries or complaints should be directed to:

Dr. Rebecca Garland, Deputy State Superintendent
Office of Accountability
6314 Mail Service Center
Raleigh, NC 27699-6314
Telephone (919) 807-3200; fax (919) 8074065



Table of Contents

Chapter 1 Background and OVETVIEW .........ccccecuiriiriiiiiiiiniciiiicrteieeeeeeie e 1
LT Back@round .........oooueeeiiiiiiiiiciecit ettt ettt ettt et enaen 1
1.2 North Carolina Science ASSESSMENLS ......cccuerrerueeriirieniieierienieeteeeenieesesieeneeenens 2
1.3 REPOIt SUMIMATY.....ociiiiiiiieeiiiiieeecitee ettt e e et ee e e sttt eeeesetaeesessneeeesnsaeeesnnssaeesanns 4
Chapter 2 Validity Framework and USeS ........c..coceviiiiriiiniiniiiiniiieceeeieeecseeeens 7
2.1  Summary Validation Framework for Science..........c.ccccevvvieriieiiiniiiiieieeeeee, 7
2.2 Uses of NC Science EOG/EOC ASSESSMENLS .....c..evuverueeeeriieniieieniienieeieseenieenens 9
2.3 Confidentiality of Student Test SCOTES........ccceriirirrieriiniierierecceeee e 11
Chapter 3 Test Development PrOCESS ........cccueriiriiiiiriiniiiinicniccecrecceeee e 13
3.1 Content Standards and Curriculum CONNECtors .........cecvevueerieriereenieeieneeieneenee 16
3.1.1 Revised Bloom Taxonomy and Depth of Knowledge..........c.ccceevvieviinirenennen. 16
3.1.2  Curriculum Development ..........ccoceciiieiiieeiieeeie et e 19
3.2 Step 1-Content Domain Specification and Blueprints............ccooceeviiiiiennnicnn. 20
33 Step 2-Item DevelOPMENL.........ccueeeiieiiieiiieiieeie ettt e 24
3.3.1 Plain English Approachi.........ccccoeciieiiiiieiiieiieceeieeceee e 24
3.3.2  Item WIIter TTaINING ..c.eoveriiiiiiriiiiieienitereeeeet ettt 26
3.3.3 Usability Study for Technology-Enhanced Items .........c..ccceeieniniiniininicnnenne. 27
TR 2 S (15704 T ' 1 RS 31
3.3.5  Tem DIffiCUlty ..o s 36
3.3.6 Ttem ALIGNMENT.....ooiiiiiiiiiiiieeteee ettt 37
3.3.7 e FOIMAL ....oouiiiiiiiiiie ettt et 37
3.4 Step 9—Field Test Item ReVIEW .......cooviiiiiiiieiiecieeceeeeeee e 37
3.5 Steps 10/11-Field Test Forms Assembly and Review.........c.cccoevvveiviiiinieennneen. 39
Chapter 4 Field-Test Administration and Operational Form Construction ................... 41
4.1 Step 12—Field Test Sample and Administration............ccceevereenerieneeneeniennenn 41
4.2 Step 13—Field Test [tem Analyses.........cccceeviiriieniieiiieiieeieeie e 42
4.2.1 Classical Analysis Summary of Field Test [tems.........cccceeviieerieeeniieeieeeee 43
4.2.2 Ttem Response Theory (IRT) Summary of Field Test Items..........c.ccceerieennnnnn 44
4.2.3 Differential Item FUNCHONING........coociiiriiiiiiiiieiiiee e 45

1



4.3 Step 14-Bi1aS REVIEW......ccvcuiiiiiiiiciie ettt 48

4.4 Timing Analyses from Field Test Administration ...........c.ccceeeevveercieeecieeeeneeenne. 50
4.5 Step 15—Operational Test CONStIUCHION .....ccueevvieriieriieriieeieereeeieeeee e seee e 52
4.5.1 Ceriteria for Item Inclusion in Operational Pool............c.cccceeviiniiiiiieniiiiiee, 52
4.5.2 Operational FOrm ASSEMDBLY ......c..cooouiiiiiiiiiiiiiece et 54
4.5.3 Psychometric Targets Based on Classical Test Theory........ccccoeevveevcieeinieeecnnenne 57
4.5.4 Psychometric Targets Based on IRT Parameters ...........cccceevvverieeiiienieecieennnnne 57
4.6  Step 16—Operational Test FOrms ReVIEW........cccccveviiiiiienieiiieieeiieie e 61
4.7 Computer-Based FOrms REVIEW ........cccviieiiiieiiiicieeeeeee e 62
Chapter 5 Test AdMINIStrAtION .....cc.eeiuiriirieiiniereeeee ettt 64
5.1 Test Administration MaterialS..........cooeeuerieririienieneeieeeeee e 64
5.2 Test Administrators Tralning .........cccceeveeriieeiieniieeniieeie e e seve e e seeeeree e 65
53 Security Protocols Related to Test Administration ...........cccceeceeveeveeeeeneeniennene 65
5.3.1 Protocols for Test AdmMIniStrators ..........cecceeeeeeriieriiieniie et 66
5.3.2  Protocols for Handling and Administering Paper Tests..........ccceeeveevverieeneenen. 66
5.3.3 Computer Mode Test Security MEaSUIES .........cccueevueerieeriierieeieenreeieeseeeeveenenes 68
54 AdMINISTEALION ..ottt ettt ettt et e sttt e st e st e enbeeneeas 70
5.4.1 Test Administration WindOW .........cccceeiieiiiiiiiieniieniieie e 70
542 TimMING GUIAEINES ....cccuviiiiiieeiie ettt e e e e e eeneees 70
5.4.3 Testing ACCOMMOAAtIONS......ccuiieriieeiiieeiiieeiiee et e eiteeeteeesreeesbeeesabeeeneseeeneeas 71
5.4.4 English Language Learners .........ccccvveriiiiriinienienienieeeeeeeeeeeese e 73
5.4.5 Mode of Test AdMINIStration .........cceeviieriieiiienieeieeie e 74
5.4.6  Student PartiCipation .........cccceociiiriiieeniieeiiee e e e 76
5.4.7 Medical EXCIUSIONS .....ooviiiiiiiiiiiiiiiieieee et 76
Chapter 6 Scoring and SCAlING.........cccuiiiiiiiiiiieie e 78
6.1 Automated Scoring of Fixed Response Items ..........ccccecevviveniiniininicnicnennene 78
6.2 SCALE SCOTES ...ttt sttt s 79
6.3 Data CertifiCation ........ccc.eeiiiiiieiie ettt 80
Chapter 7 Analyses of Operational Data...........ccocceevieriiiniieniiiieieeeee e 82
7.1 Pre-Equated Testing Model.........c.oooiiiiiiiiiiiieiecece et 82
7.2 Spiraled Form AdminiStration............ccueeerieeerieeeiiee e e e 83



7.3 Operational Forms Item ANalySes.........ccccevviieiiiieeiiieeeiieeciie et 84
7.3.2. Parallel Forms Test Characteristic Curves (TCC).......cccvevcivierciieeniieeeiee e, 86
7.3.3. Measurement Precision-Test Information Function and Conditional Standard
BITOT .ttt 89
7.4 Item Parameter Drift Between Field Test and Operational Administration........ 91
7.5 Ongoing Form Maintenance and Item Development............cccccveeevieeeiieinneenee. 96
7.6  Development of Forms D and P for Grade 5 Science ..........cccoceevvieviienieeneenen. 97
Chapter 8 Standard SEttNG ........c.cocveriiiiiiiiriee e 101
8.1 Standard Setting OVETIVIEW.........ccccuiieiiiieiiie ettt e e eree e e e 101
8.1.1 Panelists Background ...........ccccooiiiiiiniiiiiee e 102
8.1.2 Vertical Articulation COMMILIEE ........eevueruieruieiiriierieeieeierie e 104
8.1.3  Method and Procedure.............oeouirieriiiiinienieeiesee e 104
8.1.4 Table Leader Training .........ccceeiieiiiieiieeieesie ettt 104
8.1.5 Opening Session and INtroductions............ccceecuereereriinienenieneceeieseeeeene 105
8.1.6 Achievement Level DESCIIPLOrS .....cc.eevuiieiierieiieeiieeieesiie e 105
8.1.7  Setting Standards ...........ceeeieeiieiieiiieiieeie et 105
8.1.8 Standard Setting Training and Practice Round ...........cc.cccceviiniiiiniininncnnnn. 106
8.1.9 Standard Setting Evaluations...........cccoccuiriiiiiiiiiienieeieeeeeee e 112
8.2  Vertical Articulation............cooouiiiiiiiiiiiiiiieceeeee e 112
8.3 Standard Setting ReSults.........ccoviiiiiiiiiieiiie e e 113
8.4  Validity of the Standard Setting ..........cccceceeviriiiriiiiiiiniceceee e 116
8.5 Standards Adoption and ReVISION .........ccceeviieriiiiiieniieeiieeie et 116
Chapter 9 Test Results and Reports ..........cooeeiiiiiiiiiiiiiiiiiceccceceeeeee 119
9.1 Scale SCOTe SUMMATY ......cccviiiiiiieiiieeriee ettt eree e ebee e ee e e 119
9.1.1 Scale Score DiStrIDULION ....c..eeetieriiieiieiie ettt 119
9.1.2  Scale Score Distribution by Gender .............cccceeveeriiieniieiiienieeieeie e 122
9.1.3  Achievement LeVels .........coouiiiiiiiiiiiiiiieeecee e 123
9.2 N ER 101 o) (ST 30 10 4 RS 126
9.2.1 Individual Student Report (ISRS) .......ccovuviiiiiiiiiieeiieieeeee e 126
0.2.2  Class ROStEr REPOILS .....ccueeiuiiiiiiiiieiie ettt 128
9.2.3 Scale Score Frequency RepOrtS.......c.ccccuiieiiieriiieciieeeieeciee e e 130



9.2.4 Achievement Level Frequency Reports .........cccveeviiieeiiiiiciiiieiieeeiee e 132

9.2.5 Goal SUMMArY REPOTILS ....cccuviieiiiieiiieeie ettt e 133
Chapter 10 Validity Evidences and Reports 2012—2015 .......ccceeeiieiieiciienieeieenieeeeens 136
10.1 Reliability Evidences of EOG and EOC Science..........ccccceevveieiienieenieenreennens 136
10.2  Conditional Standard Error at Scale Score Cuts .........cccoeceevieiiiiiiieiiieieeiee, 138
10.3  Evidence of Classification CONSIStENCY .....c..eeevuvreeiuireeirieeeiieeeieeeereeesveeeeveeens 139
10.4 EOG and EOC Dimensionality ANalysis .........ccccceeeiierieeiiienieniiienieeieesie e 141
10.5  ALGNMENE STUAY...cviiiiieiieiiieieeie ettt et e e e e ssaeenseens 144
10.5.1 Rationale for Alignment StudY........c.ccoovuiieiiiieiiieecieeee e 144
10.5.2 What Is Alignment ANalySiS?........cccueriiiiiiniieiieeieeieeee e 145
10.5.3 The Dimensions of AIIGNMENT ..........c.cccuieriieiiiirieeieeeie et eveeseeeeeeens 146
10.5.4 Content Analysis WOrkShop........ccoeviiiiiiiniiiiieieciecce et 147
10.5.5 Balance of RepreSentation............cccuveeeiieeeiieeeiie e eereeceiee e e evaeesaeeeeeaeeens 148
10.5.6 TOPIC COVETAZE ....uveeneeeeiiieiieeiieeiie ettt et ettt ettt et e et e saeeebeesseesnseesneeenne 149
10.5.7 Performance EXPeCtationsS..........cccueeruieeiierieeieenieeieesiieereesieesveesseeeseessnesnseens 150
10.5.8 Alignment RESUILS ........cooiiiiiiiiiiiiieiie ettt 151
10.5.9 Discussion of Alignment Study FIndings..........ccocceveriiniininiiniinienicnieneeens 156
10.5.10  Conclusion of the Phase I Alignment Study ........ccccoceviiviniininicnienennnens 157
10.6  Evidence Regarding Relationship with External Variables .............ccccooceniie. 157
10.7  Fairness and AcCCeSSIDIILY ......ooviiiiriiiiiiieeiieeeeee e e 158
10.7.1 Accessibility in Universal DeSiZN ........cceeviriiiiiriinieiienieniecieeicsieeeeseesie e 158
10.7.2 FairNESss 11 ACCESS ...eeeuvieiieiuiieitieeieentiesteesttesteeseeesteesseessseesseesnseesseeeseesseesnseens 160
10.7.3 Fairness in AdmInIStration .........coceerierieeniinieinie ettt 160
10.7.4 Fairness Across Forms and Modes..........cccceeueirieniiiiniiiiiiiiciicicceeee e 161
GloSSary Of K@Y TOIMIS. ...ccueiiiiieiieiiie ettt ettt seee e 164
RETETEICES ...ttt 168



List of Tables

Table 1-1 NCDPI Accountability and Testing Highlights ...........cccoooiiiiiiiiiieeeeceeeceee, 2
Table 1-2 Number of Operational Items and Maximum Possible Score by Item Type.................... 3
Table 2-1 NCDPI Validation Framework for Science EOG and EOC Assessments...........cc......... 9
Table 2-2 WinScan Reports and Intended AUIENCE.............coviiuieiieiiieececceeeeeee e 11
Table 3-1 Flow Chart of Test Development of North Carolina ASSeSSMENtS .........ccceevveeveerrereennens 15
Table 3-2 Hess’s Cognitive Rigor Matrix with Curricular EXamples ..........ccccoovevveveiiecienieeiennens 17
Table 3-3 Content Standards and Weight Distribution, Grade 5 SCIENCe ...........cccoeveevecvevreevennens 22
Table 3-4 Computer Forms Content Standards by Item Type, Grade 5 Science.........c..ccccveuenne. 22
Table 3-5 Content Standards and Weight Distribution, Grade 8 SCience ............ccccevveevevieeeennens 23
Table 3-6 Computer Forms Content Standards by Item Type, Grade 8 Science...........ccccueeuee..e. 23
Table 3-7 Content Standards and Weight Distribution, Biology ...........cccecveevveviieienineeienieeienens 24
Table 3-8 Computer Form Content Standards by Item Type, Biology.........cccoeveveviiiecienieciennen, 24
Table 3-9 Technology-Enhanced Items Usability PrOCESS ........cccveviieieeiiiieiiiicieieceeieie e 30
Table 3-10 Demographic Characteristics of the Students Who Took the Survey ...........cccecueeeie. 32
Table 3-11 Preference of Item Types / Test Modes — EOG SCIENCE ......cc.oeveveereeeeeieereeieereereeneas 33
Table 3-12 Preference of Item Types / Test Modes — EOC Biology .......c.ccoveveeeeeeceeieieceeieeneas 33
Table 3-13 About how many hours per day do you usually spend using a computer and/or video
QAME CONSOIB? ...ttt ettt ettt et et te ettt eete et e eteetaeeteeteereereeasenas 34
Table 3-14 Past Experience with Computer — EOG SCIBNCE.......coevvievieereeeeeeereeeeeeeeeeeeve e 34
Table 3-15 Past Experience with Computer — EOC BiolOgy ........c.ooveveeeieiieiieieeeeeeeeeeeee 35
Table 3-16 Please check any of the features you had problems Using...........cccccoevveeieveceeeeeenens 35

Table 3-17. For this subject, do you feel that online tests are better than paper-and-pencil tests?

............................................................................................................................................... 36
Table 3-18 Number of Items Field Tested for Science EOG and EOC............ccocoevivenevieieieenene 40
Table 4-1 Demographic Summary for Science Field Test 2012 Sample Participants................... 42

Table 4-2 CTT Field Test 2012 Item Pool Descriptive Statistics for Science EOG and EOC....... 44
Table 4-3 IRT Field Test 2012 Item Pool Descriptive Statistics for EOG Science and EOC

BIOIOGY ..ottt ettt e et et e e te et e teere e e 45
Table 4-4 Mantel-Haenszel Delta DIF Summary for Science Field Test 2012 ...........cccoeevveuvne. 48
Table 4-5 Science EOG and EOC Recorded Test Duration from Field Test 2012........................ 52
Table 4-6 Field Test 2012 Item Pool Summary for SCIENCE.........cceovieieeiiiieeeeeeeceee e 54
Table 5-1 Test Materials Designated to Be Stored by the LEA in a Secure Location ................... 68

vi



Table 5-2 EOG and EOC Tests Administered by MOde.............covevieuieieciiieieeceeeee e 75

Table 7-1 Demographic Summary for Science EOG and EOC Operational Tests 2012-13......... 84
Table 7-2 Average CTT Statistics for Science EOG and EOC 2012-2013 ..........ccccoeevvevevvrereennnns 92
Table 7-3 Average IRT Statistics for Science EOG 2012-2013 .........ccocoviiieiecieieieeeeeeeee e, 93
Table 7-4 Science Effect Size Summary of Operational and Field Test Statistics.............cc.c........ 96
Table 7-5 Content Standards and Weight Distribution of Form D/P, Grade 5 Science................ 98
Table 7-6 Online Form P-Content Standards by Item Type, Grade 5 Science............ccccevvveueennnns 98
Table 7-7 Average P-value and Reliability Statistics for Grade 5 Science Forms A, B, M, N, D
L0 To N OO TSSOSO 99
Table 7-8 Average IRT Statistics for Grade 5 Science Forms A, B, D, M,Nand P...................... 99
Table 8-1 Panelist Experience as EAUCALONS ...........ccocvvivvieieriiiiieiieeceeie ettt 102
Table 8-2 Panelist Professional Background: Single-Grade Panels..........c.ccccccveevevieieerieneennene. 103
Table 8-3 Panelist Gender and EthNICItY ..........ccoovieieiiiiieicceceeeeee e 103
Table 8-4 Panelist GeographiCREGION .........ccuieiiiieieiicecee e 103
Table 8-5 Panelist District CharacCteriStiCs ..........coovevveierieieieeeieieeeeeee e 104
Table 8-6 Example Table-Level Rating Agreement Feedback Data............cccccveeveevieieereeneennee. 109
Table 8-7 Example Committee-Level Rating Agreement Feedback Data.............c..ccoccveeveeneenene. 110
Table 8-8 Linked Page Cuts from the Teacher Survey and ACT EXPlOre.........ccccoeevveveereeneennene. 111
Table 8-9 Pre-Vertical Articulation Page CULS ..........oovievieieiieeieeeceeeeeeeeeeeee e 114
Table 8-10 Post-Vertical Articulation Page CULS ...........cveveeviovieeieeeeeeeeeeeeee e 115
Table 8-11 Scale Scores Cuts Based on Four Achievement Levels ...........ccccevveivevierieieieenene, 115
Table 8-12 Revised 5 AChIEVEMENT LEVEIS ........covveieieieieeeieeteeeteeeetee e 117
Table 8-13 Science Scale Score Cuts Based on Five Achievement Levels 2014 and Beyond...... 117

Table 9-1 Descriptive Statistics of Scale Scores by Grade across Administrations, Population 122

Table 9-2 Scale Scores by Grade and Gender, Population ..............ccccceeeeieviiieecenicieeceen, 122
Table 9-3 Achievement level classifications by Grade and Year ...........cccoccevvivvececiiceeciecneenen, 124
Table 9-4 EOG Achievement level classifications by GEnder ............cccooveveviveecieieeeeeereen, 125
Table 10-1 Science EOG and Biology EOC Reliabilities by Subgroup.........cccceeevevvievecieeneennee. 137
Table 10-2 Conditional Standard Errors at Achievement level Cuts and Hoss/Loss by Form and
GFAOE LBV ...ttt sttt ettt ettt ne s ens 139
Table 10-3 Classification Accuracy and Consistency ReSUIS ............ccevvieieviiieeieciiceeeceeeee, 141
Table 10-4 Balance of Representation Index by Grade............ccoevvevieiiiieiiiiieeceeeeeeevee, 149
Table 10-5 Topic Coverage INdex DY Grade............cceevvevieieriiiieiieeeeere et 150
Table 10-6 Performance Expectations Index by Grade............cceevveieeenieienieiieeceeeeeeee, 151

vil



Table 10-7 Overall Alignment IndeX by Grade...........ccooeeieiuiiiieciieieeeeeceeee e 151
Table 10-8 Pearson Correlation Coefficient between Teacher expected Grade and Actual Grade
EOG and EOC SCIENCE TESES ....eeueeuieiieiietiieieieietiete ettt sttt et eseereeseesessessessesenaesaeseesens 158

viil



List of Figures

Figure 3-1 Webb alignment TOOL...........ooui it 18
Figure 3-2 Cognitive Process: Verbs in the Revised Bloom’s TaxOnOmy ...........c..ccccueeeeeeeevvennnne. 19
Figure 3-3 Text Identify TE ltem EXaMPIe......c..oviiiiiieeeee e 28
Figure 3-4 Drag-and Drop TE Item EXample ..o 28
Figure 3-5 Demographic Information for Outside FOrm ReVIEWErS ..........ccoceveevieiecrieieceecreenenne. 40
Figure 4-1 Demographic Information for Bias Review Panels from 2011-2014. ...........cccccene.... 49
Figure 4-2 EOG/EOC Base FOrm and REVIEW STEPS.........cccvriririerierieieieeeeeeeeie e 56
Figure 4-3 EOG Grade 5 Science TCCs Forms A, B, C, M, N,and O......cccccecovvvininenerincnnenne. 60
Figure 4-4 EOG Grade 8 Science TCCs Forms A, B, C, M, N, and O.......c.cccecvvirinerereineennne. 60
Figure 4-5 EOC Biology TCCs Forms A, B, C, M, N, and O ........c.ccceevveviiiecreniceeeeeeeeceeeeene, 61
Figure 5-1 NCTest User Access Security ProtoCol ...........cceviririrerienenieieeeeeeeeseeeeeeeeees 69
Figure 5-2 ELL Proficiency Levels and Testing ACCOMMOMALtIONS............ccveveereirienierierieieeeeeane 74
Figure 7-1 TCCs for Grade 5 Science Operational Forms A, B, C,M,Nand O............ccceceene.... 87
Figure 7-2 TCCs for Grade 8 Science Operational Forms A, B, C,M,Nand O............cccecuene.... 88
Figure 7-3 TCCs for Biology Operational Forms A, B, C, M, Nand O.........c..cccccoeeieeevrereennenne. 88
Figure 7-4 Science Grade 5 Test Information Functions and Standard Errors for Operational
OIS ettt ettt e h et et ettt e bt e bt e e at e et e e te e teesaeeenteeane 90

OIS ettt sttt ettt h ettt et e bt e ehteenteent e e teesteesnteenteeane 90
Figure 7-6 Biology Test Information Functions and Standard Errors for Operational Forms.....91
Figure 7-7 Grade 5 Science b-parameter Difference Operational and Field Test..........c............. 94
Figure 7-8 Grade 8 Science b-parameter Difference Operational and Field Test........................ 94
Figure 7-9 Biology b-parameter Difference Operational and Field TeSt..........cccccceeieieeieeennnne. 95
Figure 7-10 Item Field Test Embedding Plan ..........ccoveieioiniieeeeeeeeeee e 97
Figure 7-11 TCCs for Grade 5 Operational Forms A, B, D, M, Nand P .........c.ccccereereriennnne 100
Figure 7-12 TIFs and SEMs for Grade 5 Operational Forms A, B, D, M, Nand P.................... 100
Figure 8-1 Pre-Vertical Articulation Impact Data.............cccocueeveviiiiiecieniecieseceeeeeeeeeeie e 114
Figure 8-2 Post -Vertical Articulation Impact Data.............cccoeevererierieiieieeeeceee e 115
Figure 9-1 EOG: Grade 5 Scale Score Distribution 2012—13 ..........ccoevieiririnerereeeeeeeene 120
Figure 9-2 EOG: Grade 8 Scale Score Distribution 2012—13 ..........c.coevieireninerereeeeeeeene 120
Figure 9-3 EOC: Biology Scale Score Distribution 2012-13 ...........ccceoveiieiririnerereeeeieeeene 120
Figure 9-4 Sample Individual Student Report for Grade 5 EOG Science Assessment................ 126

X



Figure 9-5 Sample Class Roster Report for EOG Grade 5 (diff. font in table) ............c..c.c........ 129

Figure 9-6 Sample Score Frequency Report for EOG Grade 8 SCIeNCe ........ccocveveevveeecrieriennen, 131
Figure 9-7 Sample Achievement Level Frequency Report for EOG Grade 8 Science................. 133
Figure 9-8 Sample Goal Summary Report for EOG Grade 8 SCience...........ccooevevveeveeeereeriennnn, 135
Figure 10-1 Grade 5 Science Scree Plot of Operational FOrms ............cccccoovieieiiiicciececiee, 142
Figure 10-2 Grade 8 Science Scree Plot of Operational FOrms ...........cccocvvevivenenenereieennne 143
Figure 10-3 Biology Scree Plot of Operational FOrmSs ...........ccccooviviecienieieniceeeeceeeeie e 143
Figure 10-4 EOG Grade 5 Science Assessment and Standard Content Map..........ccccceeveveenene 153
Figure 10-5 EOG Grade 8 Science Assessment and Standard Content Map..........cccoceeveveuenene 154
Figure 10-6 EOC Biology Assessment and Standard Content Map ...........ccceeveeeevveneecienieeeennnns 155



List of Appendices

Appendix 2-A North Carolina Testing Code of EtNiCS .........ccoeveiiviieieiiiieeeeeeeeeeee e 182
Appendix 3-A Norm Webb Training — Content COmMPIEXity........cccovevverrireecierreeeesrieeereesreenennes 186
Appendix 3-B Content Domain Specification and Blueprint.............ccceeevvrerirenenenienieeenennen 197
Appendix 3-C Plain English Training 04281 1. .....c.ccoccieiriiriiieieieieieteeee e 205
Appendix 3-D Test Development Process Teachers. .........cccevuevieieieieieieiiieeeeseieeeee e 268
Appendix 3-E TEUS Survey Questions_ 201 1.......ccocciiiriirierieieieieieieeie e 269
Appendix 4-A Bias and DIF ReVIEW PIrOCESS .......coiiuieiiitiiteeieete ettt ettt ete e eveens 277
Appendix 4-B Form Building & Test Development Process.........cccuevveerererierienierieieisesesennns 284
AppendiX 4-C TIF and CSE PLOLS. .....ceciuiiuieiiiiiceieieeteeeeeete ettt ettt ete e eveeveeeeeveesseaesreesnens 303
Appendix 6-B Standard Setting REPOTT..........cevveieieieieririirieieieieeee ettt ee e ese e esesaens 307

X1


hlung
Typewritten Text

hlung
Typewritten Text


Chapter 1 Background and Overview
1.1 Background

It is the intent of the North Carolina (NC) General Assembly to challenge each student in
NC public schools with high expectations to learn, to achieve, and to fulfill his or her potential.
To codify this, the General Assembly passed GCS 115C-174.10 that states the following

purposes for the testing program:

“(i) to assure that all high school graduates possess those minimum skills and that
knowledge thought necessary to function as a member of society; (ii) to provide a means of
identifying strengths and weaknesses in the education process in order to improve instructional
delivery; and (iii) to establish additional means for making the education system at the State,

local, and school levels accountable to the public for results”

With that mission as its guide, the State Board of Education (SBE) developed a School-
Based Management and Accountability Program to improve student performance in the early
1990s. In 1994, end-of-grade assessments designed to measure the SBE’s adopted content
standards were administered for the first time to all students in grades 3—8. Previously,
assessments had not met alignment criteria, resulting in students not consistently receiving
instruction on the content standards across the state. In 1996, the accountability system, referred
to as Accountability, Basics, and Local Control (ABCs), used data from the end-of-grade
assessments to inform parents, educators, and the public annually on the status of achievement at
the school level. In the 1997-98 school year, five end-of-course tests were added to the ABCs

school accountability model.

Since the 1990s, North Carolina has continually evolved its assessment system and its
accountability system to increase academic expectations so students are prepared for success
after high school. This was accomplished by reevaluating the content standards on a 5-year cycle
and, based on these reviews, developing aligned assessments. Likewise, in keeping with
continuous improvement, the ABCs model was amended to include additional end-of-course
assessments and to fine-tune the model’s business rules to ensure schools were being held

accountable for all students.



The ABCs model continued until the 2012—13 school year when assessments aligned to

the state’s Common Core Standards in English Language Arts/Reading and Mathematics

(adopted by the SBE in June 2010) and the NC Essential Standards (adopted by the SBE in

February 2010) were implemented and the NC State Board of Education adopted a new

accountability model. This document details the design, the development, and the outcomes of

the assessments; and it provides evidence of the technical quality of the assessments. These

attributes are evidence the test scores and the uses of the data are valid and reliable, and thus

appropriate for reporting student achievement at the individual, school, district, and state levels.

As with the ABCs, the test data are used for school accountability and for federal reporting.

provide additional context for the current edition of the assessments and the timeline for

implementation, see Table 1-1.

Table 1-1 NCDPI Accountability and Testing Highlights

To

Year Action

February 2010 The SBE adopted the NC Essential Standards for Science in February 2010.

June 2010 The SBE adopted the Standard Course of Study (based on the Common
Core Standards for English Language Arts and Mathematics).

2011-12 Mathematics, Reading/English Language Arts and Science items field
tested

2012 - 13 Mathematics, Reading/English Language Arts and Science assessments
administered

July 2013 Mathematics, Reading/English Language Arts and Science standard setting
conducted

October 2013 The SBE adopts academic achievement standards and performance level
descriptors for Mathematics, Reading/English Language Arts and Science
(revised by SBE action in March 2014).

1.2 North Carolina Science Assessments

The End-of-Grade (EOQG) assessments of Science in grades 5 and 8 are grade specific

assessments aligned to the NC Essential Standards for Science (NCESS) that measure NC

students’ Science skills. The standards are assessed again in high school with the Biology End-



of-Course (EOC) assessment. The EOG and EOC assessments are administered to students in

only English. Other native language translations are not yet available at this time.

The EOG and EOC Science assessments are available in both modes: paper-based fixed
forms (A, B, and C) and computer-based fixed forms (M, N, and O). Each operational paper-
based form has 60 operational multiple-choice (MC) items. Computer-based forms have 57 MC
and 3 technology-enhanced (TE) items. Table 1-2 shows the summary of total operational items

by item type and maximum score possible.

Table 1-2 Number of Operational Items and Maximum Possible Score by Item Type

Grade Form Total’Score MC Items TE Items
Points No. of Items Score Point No. of Items Score Points
Grade 5 A 60 60 60
B 60 60 60
C 60 60 60
M 60 57 57
N 60 57 57
0] 60 57 57
Grade 8 A 60 60 60
B 60 60 60
C 60 60 60
M 60 57 57
N 60 57 57
o 60 57 57
Biology A 60 60 60
B 60 60 60
C 60 60 60
M 60 57 57
N 60 57 57
o 60 57 57

Note: MC=Multiple-Choice; TE=Technology-Enhanced

The operational TE items include one text-identify (TI) and two drag-and-drop (DD)
types. The DD items allows students to click and drag a response to a target location where
students must outline and place words or phrases into text or label diagrams or graphs. The TI
item type presents the student with a scrollable text and a question addressing information
contained in the text. This type of item may provide the additional benefit of reducing the

probability of guessing the correct answer to a negligible level.
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North Carolina General Statute § 115C-174.12 mandates a statewide test administration
window. Students on a semester schedule must be administered the EOG and EOC assessments
during the final five (5) instructional days of the semester. For students enrolled in yearlong
courses, EOG and EOC assessments must be administered during the final ten (10) instructional

days of the school year. Students have up to four hours to complete each assessment.

1.3 Report Summary

Chapter 1 provides a brief history of testing in North Carolina. The chapter also describes
the main features of EOG Science and EOC Biology assessments, highlighting a description of

each assessment, the intended population, and the administration window.

Chapter 2 presents an overview of the validation framework embedded throughout the
design and development of the EOG and EOC assessments. Validity is a unifying and core
concept in test development, and thus the gathering of evidence in support of proposed uses is
fundamental and should be clearly documented. The first section provides a brief introduction of
validity and an outline of key validity evidences as documented in this report. The second section

discusses the main proposed uses of scores from EOG and EOC assessments.

Chapter 3 describes the 22-step test development outline adopted by the North Carolina
Department of Public Instruction (NCDPI). Key steps described in this chapter include content
standards, content specification and blueprints, item development, item-writer training, item

review, and field test form assembly.

Chapter 4 describes the field test administration, including the sampling plan enacted to
ensure that each form was administered to a representative sample of students. In addition, this
chapter describes psychometric item analyses conducted on the field test data and the steps taken

to construct the operational forms.

Chapter 5 of the technical report documents the procedures put in place by the NCDPI to
assure the administrations of EOG and EOC assessments are standardized and fair and secured
for all students across the state. The chapter also describes the accommodation procedures
implemented to ensure all students with disabilities and English Language Learners are able to

take EOG and EOC assessments.



Chapter 6 describes the processes used for scoring items and the procedure adopted to
create final reportable scale scores. The first section of this chapter summarizes the automated
scoring procedures used to transform students’ responses into a number correct score for fixed
response items. Sections two describes the procedures used to transform raw scores into a
reportable scale across the different grades. The final section describes the data certification

processes used by the NCDPI to ensure the quality of student data.

Chapter 7 describes the analyses of operational data after the first operational
administrations of EOGs and EOCs assessments in 2012—13. The chapter begins with a
description of the random spiraling process used to administer six parallel forms (three paper-
and three computer- based) across North Carolina. This chapter also summarizes item analysis
results from the operational administration in 2012—13, which includes CTT (p-value, biserial
correlation, Cronbach’s alpha) and IRT-based analysis (item calibration and scoring, test

characteristics curves, test information functions, and conditional standard errors).

Chapter 8 presents a summary of the standard setting study that was conducted in July
2013 after the first operational administration of EOGs and EOC assessments. The NCDPI
contracted with Pearson Inc. to conduct a standard-setting workshop to recommend cut scores
and achievement levels for the newly developed EOG and EOC science assessments. This
chapter is a condensed version of the final report prepared by Pearson, describing the full
workshop and final cuts score recommendations.

Chapter 9 presents summary student performance results for EOG and EOC assessments
from 2012 through the 2015 administration. This chapter is organized into two main sections.
Section one highlights descriptive summary results of scale scores and reported achievement
levels for EOG and EOC forms across major demographic variables. The second section of this
chapter presents samples and summary descriptions of the various standardized reports created
by the NCDPI and available to LEAs to share assessment results with various stakeholders.

Chapter 10 presents summary validity evidence collected in support of the interpretation
of EOG and EOC test scores. The first couple of sections in this chapter present validity
evidence in support of internal structures of EOG and EOC assessments. Evidences presented in
these sections includes reliability, standard error estimates, classification consistency, summary

of reported achievement levels, and exploratory Principal Component Analysis in support of the



unidimensional analysis and interpretation of test scores. The final sections of the chapter
document validity evidence based on content summarized from the alignment study and the
relation to other variables summarized from correlation with external variables. The very last
part of Chapter 10 presents a summary of procedures used to ensure EOG and EOC assessments

are accessible and fair to all students.



Chapter 2 Validity Framework and Uses

This chapter presents an overview of the validation framework embedded throughout the
design and development of the EOG and EOC assessments. Validity is a unifying and core
concept in test development and thus the gathering of evidence in support of proposed uses is
fundamental and should be clearly documented. The first section provides a brief introduction of
validity and an outline of key validity evidences. The second section discusses the main uses of

scores from EOG and EOC assessments.

2.1 Summary Validation Framework for Science

A fundamental purpose of this technical report is to present and document validity
evidences on the proposed inferences of EOG and EOC test scores as highlighted in The
Standards for Educational and Psychological Testing (American Educational Research
Association; American Psychological Association; National Council on Measurement in

Education, 2014) hereafter referred to as the Standards (AERA, APA, and NCME, 2014).

“Validity refers to the degree to which evidences and theory support the
interpretations of test scores for proposed uses of tests. Validity is,
therefore, the most fundamental consideration in developing tests and
evaluating tests. . . . It is the interpretations of test scores for proposed

uses that are evaluated, not the test itself.”

Standard 1.0 of the Standards states, “Clear articulation of each intended test score
interpretation for the specified use should be set forth, and appropriate validity evidence in
support of each intended interpretation should be presented” (p. 23). Throughout this technical
report, the NCDPI will be constructing, evaluating, and documenting relevant evidences
validating the proposed uses of test scores. From the test developer’s perspective, validation is a
fluid process of evidence gathering that begins with the declaration of the proposed test use and
continues throughout the life cycle of the test.

As test developer of EOG and EOC assessments, the NCDPI has adopted a validation
framework consistent with that prescribed in the Standards (AERA, NCME & APA, 2014). Under
this framework, the NCDPI is committed to ongoing evaluation of the quality of its assessments

and relevance of their intended uses by continuously collecting and updating validity evidences
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as new data become available. Linn (2002, p. 46) noted that serious planning and a great deal of
effort is required to accumulate evidences needed to validate the intended uses and
interpretations of state assessments. His recommendation is to prioritize so that the most critical

(13

validity questions can be addressed first: “...what are the arguments for and against the intended
aims of the test? And what does the test do in the system other than what it claims? . . . For such
questions, it is helpful to consider the level of stakes that are involved in the use or interpretation
of results and then give the higher priority to those areas with highest stakes” (Linn, 2002).
Throughout this document, validity arguments and evidences have been summarized
based on prioritization of components relevant to establishing the technical quality of EOG and
EOC Science assessments. Even though each chapter highlights arguments and components
related to particular source[s] of validity evidence, it is worth mentioning that the validation
framework adapted by the NCDPI and endorsed by the Standards is a coherent process. A sound
validity argument of the degree to which existing theory and evidence supports intended score
interpretations is accomplished only by applying a holistic approach. Error! Reference source

not found. presents an outline of the validation framework with relevant components as

documented in this report.



Table 2-1 NCDPI Validation Framework for Science EOG and EOC Assessments

Sources of Validity Evidence References Data
Evidence based on intended uses Chapter 2 Score Report Samples
Evidence based on content Chapter 10 SEC alignment Part 1
Evidence of careful test Chapter 3 Test construction steps, item
construction review map
Evidence based on appropriate test | Chapter 5 Assessment Guides
administration

Chapter 10 Cronbach alpha and CSEM,

Evidence based on internal . . .
Classification Consistency,

truct d reliabilit e .
Structute and retabtity Principal Component Analysis

Evidence based on appropriate Chapters 7, 8 Standard Setting Report
scoring, scaling, and standard

setting

Evidence based on careful Chapters 3, 5, 10 Assessment Guides

attention to fairness for all test

takers

Evidence based on appropriate Chapter 9 ISR, Goal Summary Reports,
reporting Scale Score Frequency Reports
Evidence based on relations to Chapter 10 Relationship with External
other variables Variables

2.2 Uses of NC Science EOG/EOC Assessments

The NCDPI designs, develops, and administers customized high-quality North Carolina
State Testing Program (NCSTP) assessments in grades 3—8 and high school that are aligned to
College-and-Career Readiness standards for science, adopted by the North Carolina State Board
of Education (NCSBE) in February 2010. These assessments provide valid and reliable

information intended to serve two general purposes:



. Measure students’ achievement and progress to readiness as defined by College-and-
Career Readiness standards. Scores from EOG and EOC are transformed, grouped and
reported into 1 of 5 achievement levels (in 2012-13 scores were reported using 4
achievement levels) corresponding to 1 of the 5 performance level descriptors adopted by
the state to classify students based on their progress and readiness as defined by NCESS

College-and-Career Readiness standards.

J Assessment results are used for school and district accountability under the READY
Accountability Model and for Federal reporting purposes. EOG and EOC students’ score
data are part of the quantitative indicators used in two main components of the new state
READY accountability model: educator effectiveness and school performance grades. In
the first component, the educator-effective model, which states teachers (standard 6) and
school executives (standard 8) will contribute to the academic success of students and
data from EOG and EOC assessments are used in a statewide value-added growth model
to provide ratings for these respective standards. The second component is the use of
score data from EOG and EOC assessments in the school report card for the calculation
of school performance grade. Effective with the 2013—14 school year, each school was
assigned a performance letter grade which included indicators of students’ performance

in EOG and EOC assessments.

In addition to these main uses, the NCSBE also mandates that at least 20 percent of the
students’ final grade in Biology must come from their EOC assessment scores. It is worth
mentioning that the EOG assessments in grades 5 and 8 are not intended to be used as a main
indicator for decisions on grade-level retention or promotion. To ensure all EOG and EOC
assessment test scores are used as intended, the NCDPI provides score reports at the student,

school, district, and state level. The North Carolina Testing Code of Ethics (see Appendix 2-A)

dictates that educators use test scores and reports appropriately, which means that educators
should recognize that a test score is only one piece of information and must be interpreted as
intended. That is, the validity of a test refers to the valid interpretation[s] of test scores not the

test itself (AERA, APA, & NCME, 2014).

In order to be consistent with standard 1.1 of the Standard, test “developers should set

forth clearly how test scores are intended to be interpreted and consequently used. . ..” (p. 23).
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The NCDPI WinScan software application is provided to school administrators at the district
level to generate a variety of score reports for score interpretations: class roster reports, score
frequency reports, achievement level frequency reports, and goal summary reports. Interpretive
guides for the various score reports are published on the NCDPI website to help educators and
decision makers at the classroom, school, and district levels understand the content and uses of
these reports. These guides and reports are intended to help administrators and educators explain
test results to parents and the general public. Table 2-2 shows a list of reports described in
subsequent sections and their intended audiences. The individual student reports (ISRs) are
designed for students, parents, teachers, and school administrators. Class rosters are designed for
teachers and school administrators. Score frequency reports, achievement level frequency
reports, and goal summary reports are designed for teachers, school administrators, district

administrators, and state administrators.

Table 2-2 WinScan Reports and Intended Audience

Audience

Report Administrators

Parent Teacher School District State

Individual Student Report (ISRs) v v v

Class Roster Reports v v

Score and Achievement Level Frequency v v v v
Reports

Goal Summary Reports v v v v

2.3 Confidentiality of Student Test Scores

State Board of Education policy GCS-A-010 (j)(1) states, “Educators shall maintain the
confidentiality of individual students. Publicizing test scores or any written material containing
personally identifiable information from the student’s educational records shall not be

disseminated or otherwise made available to the public by a member of the State Board of
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Education, any employee of the State Board of Education, the State Superintendent of Public
Instruction, any employee of the North Carolina Department of Public Instruction, any member
of a local board of education, any employee of a local board of education, or any other person,
except as permitted under the provisions of the Family Educational Rights and Privacy Act of

1974,20 U.S.C.§1232g.”
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Chapter 3 Test Development Process

Standard 4.0 of the Standards states, “Test developers and publishers should document
steps taken during the design and development process to provide evidence of fairness,
reliability, and validity for intended uses for individuals in the intended examinee population” (p.
85). In adherence to the Standards, this chapter documents steps implemented by the NCDPI
during design and development of EOG and EOC assessments. Key aspects of design and
development described in this chapter include content standards, content specification and
blueprints, item development, and item review. Table 3-1 shows the sequence of events for the
test development prescribed by the North Carolina State Board of Education (NCSBE; 2003,
2012). According to NCSBE policy (2012):

...the state-adopted content standards are periodically reviewed for possible
revisions; however, test development is continuous. The NCDPI Accountability
Services/Test Development Section test development staff members begin developing
operational test forms for the North Carolina Testing Program when the State Board of
Education determines that such tests are needed. The need for new tests may result from
mandates from the federal government or the North Carolina General Assembly. New
tests can also be developed if the SBE determines the development of a new test will
enhance the education of North Carolina students. The test development process
consists of six phases and takes approximately four years. The phases begin with the
development of test specifications and end with the reporting of operational test results.

Additional information regarding the North Carolina State Assessment development
process, including test specifications, items and form formats, alignment studies, test
administrations for alternate assessments, and students with disabilities (SWD) and English
Language Learner (ELL); standard setting; reporting; and uses of data for measuring growth can

also be found in the technical brief (NCDPI, 2014) on the NCDPI website.

Even though the NCSBE (2012) policy states that the “test development process consists
of six phases and take(s) approximately four years,” only two years were allotted to NCDPI to

develop and administer the first operational assessments aligned to NCESS. To accommodate the
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shortened timeline, NCDPI made three modifications to the SBE assessment development flow

chart depicted in Table 3-1:

I.  The NCDPI waived the full-scale “item tryout” component (Steps 3—8) and implemented
a smaller scale of item tryout for the newly developed innovative technology-enhanced
item types.

II.  The NCDPI also waived pilot testing (Step 18) because pilot tests are administered only
for newly developed items, not for assessments revised from a preceding test (GCS-A-
013, Phase 4: Pilot/Operational Test Development, Step 18: Administer Test as Pilot,
footnote 5).
III.  The NCDPI used operational data (Step 21) instead of field test data for the Standard
Setting process (Step 20).
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Table 3-1 Flow Chart of Test Development of North Carolina Assessments

Adopt Content Standards

Step 8

Develop New Items

Stepl6

Review Assembled Test

Step 1°

Develop Test Specifications
(Blueprint)

Step 9°

Review Items for Field Test

Stepl17

Final Review of Test

Step 2°

Develop Test Items

Step 10

Assemble Field Test Forms

Step 182

Administer Test as Pilot

Review Item Tryout Forms

Review Field Test Statistics

Step 3° Step 11 Step19
Review Items for Tryouts Review Field Test Forms Score Test
Step 4 Step 12° Step 20%
Assemble Item Tryout Forms Administer Field Test Establish Standards
Step 5 Step 13 Step 21°

Administer Test as Fully

Review Item Tryout Statistics

Assemble Equivalent and
Parallel Forms

Operational
Step 6° Step14° Step 22
Administer Item Tryouts Conduct Bias Reviews Report Test Results
Step 7 Stepl5

Activities done only at implementation of new curriculum

b Activities involving NC teachers
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3.1 Content Standards and Curriculum Connectors

As stated in Chapter 1 (see Table 1-1), the NCSBE adopted the revised NCESS in June
2010. Operational test forms aligned to the NCESS were administered in 2012—13 testing
administration (READY initiative). Testing of North Carolina students’ skills relative to the
standards and objectives in the NCESS is one component of the NCSTP. To ensure items written
for the EOG and EOC assessments met the cognitive rigor as specified in the adopted standards,
NCSTP worked with curriculum to provide training workshops on Revised Bloom Taxonomy
(RBT), Webb’s Depth of Knowledge (DOK), and overall alignment of assessments to content

standards.
3.1.1 Revised Bloom Taxonomy and Depth of Knowledge

As part of pre-item development training for the new EOG and EOC assessments,
NCSTP, with collaboration from the NCDPI’s Curriculum Division, organized two main
workshops on RBT and Webb’s DOK. The first workshop was organized on July 8, 2010, and
the focus was to get NCDPI Test Measurement Specialists (TMSs), North Carolina State
University-Technical Outreach for Public Schools (NCSU-TOPS) content leads, and NCDPI
Curriculum Content Specialists familiarized with Hess’s matrix, which the NCDPI had decided
to use for alignment purposes because it relates RBT to Webb’s alignment scheme. Dr. Karin
Hess (The National Center for the Improvement of Educational Assessment, Inc. (NCIEA) also
known as Center for Assessment) developed a 4 by 6 table containing Webb’s DOK levels
across the top and RBT process dimension down the side (see Table 3-2). During the workshop

participants received training and started to classify NCESS using Hess’s matrix.

On July 26, 2010, NCDPI organized a one-day, face-to-face training session on Webb’s
Alignment. Norm Webb was invited and served as lead facilitator on alignment and DOK
training. During the first four hours of the training, Webb presented an overview of his alignment
model (Webb et. al. 2005) and his definitions of Depth-of-Knowledge (see Figure 3-1). Slides
used for the training are in Appendix 3-A Norm Webb Training — Content Complexity. This
workshop built on the July 8" workshop in which participants were able to classify standards
using Hess’s matrix. During the July 26" workshop, participants received training on aligning
items using the RBT framework and how to classify items based on their cognitive complexity

using the Webb alignment tool, which organizes verbs into general DOK categories.
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Table 3-2 Hess’s Cognitive Rigor Matrix with Curricular Examples

Bloom’s Revised Taxonomy of
Cognitive Process Dimensions

Webb’s Depth-of-Knowledge (DOK) Levels

Level 1
Recall & Reproduction

Level 2
Skills & Concepts

Level 3
Strategic Thinking/Reasoning

Level 4
Extended Thinking

Remember
Retrieve knowledge from long-term

o

Recall, recognize, or locate basic
facts, ideas, principles

memory, recognize, recall, locate, identify o Recall or identify conversions
between representations,
numbers, or units of measure
o ldentify facts/details in texts
Understand o Compose & decompose numbers | o Specify and explain relationships o Explain, generalize, or connect o Explain how concepts or ideas
Construct meaning, clarify, paraphrase, o Evaluate an expression o Give non-examples/examples ideas_usin‘g sypporting evidence specifically re[ate to other
represent, translate, illustrate, give o Locate points (grid/ n'umbe'r Iin_e) o Make and record observations o Explain thlnkln_g When_ more than content domalns_ or (;oncepts
examples, classify, categorize, summarize, o Represent math relationships in o Take notes; organize ideas/dat'a one response is posslble o Develop generahzatlons of the
generalize, infer a logical conclusion (such wo_rds, pictures, or symbols o Summarize results, concepts, ideas | o Explain phenomena in terms of results obtained or strategies
as from examples given), predict, o Write simple sentences o Make basic inferences or logical concepts N used and apply them to new
compare/contrast, match like ideas, o _Select appropriate word for predl_ctlons_frqm data or texts o Write full composition to meet problem situations
explain, construct models |mend_€‘d meaning o ldentify main ideas or accurate specific purpose
’ o Describe/explain how or why generalizations Identify themes
Apply o FoII(_)W simple/_rout_ine procedure o Select a procedure accord_ing to Use concepts to solve non- o Select or devise an approach
Carry out or use a procedure in a given (recipe-type directions) task needt_ed and perform it ) routine proble_ms_ B among many alternatives to
situation; carry out (apply to a familiar o Solve a one-step problem o Solv_e routine problem app_lylng _ o Design investigation for a §pecnflc solve a novel problem B
task), or use (apply) to an unfamiliar task o Calculate, measure, apply a rule multiple concepts or decision points purpose or research question o Conduct a project that specifies
o Apply an algorithm or formula o Retrieve information from a table, o Conduct a designed investigation a problem, identifies solution
(area, perimeter, etc.) graph, or figure and use it solve a o Apply concepts to solve non- paths, solves the problem, and
o Represent in words or diagrams a problem requiring multiple steps routine problems reports results
concept or relationship o Use models to represent concepts o Use reasoning, planning, and o lllustrate how multiple themes
o Apply rules or use resources to o Write paragraph using evidence (historical, geographic, social)
edit spelling, grammar, appropriate organization, text o Revise final draft for meaning or may be interrelated
punctuation, conventions structure, and signal words. progression of ideas
Analyze o Retrieve information from a table o Categorize, classify materials o Compare information within or o Analyze multiple sources of
Break into constituent parts, determine how or graph to answer a question o Compare/contrast figures or data across data sets or texts evidence or multiple works by
parts relate, differentiate between relevant- o ldentify or locate specific o Select appropriate display data o Analyze and draw conclusions the same author, or across
irrelevant, distinguish, focus, select, organize, information contained in maps, o Organize or interpret (simple) data from more complex data genres or time periods
outline, find coherence, deconstruct (e.g., for Charts, tables, graphs, or o Exter_]d a pattern _ o Gener_ahz_e a pattern o Analyze complex/abstract
bias or point of view) diagrams o Identify use of literary devices o Organize/interpret data: complex themes
o ldentify text structure of paragraph graph o Gather, analyze, and organize
o Distinguish: relevant-irrelevant o Analyze author’s craft, viewpoint, information
information, fact/opinion or potential bias o Analyze discourse styles
Evaluate o Cite evidence and develop a o Gather, analyze, & evaluate
Make judgments based on criteria, check, Iogica! argument for concepts relevancy & accuracy
detect inconsistencies or fallacies, judge, o Describe, compare, and contrast o Draw & justify conclusions
critique solution methods o Apply understanding in a novel
o Verify reasonableness of results way, provide argument or
o Justify conclusions made justification for the application
Create o Brainstorm ideas, concepts, or 0 Generate conjectures or hypotheses o Synthesize information withinone | o Synthesize information across

Reorganize elements into new
patterns/structures, generate, hypothesize,
design, plan, construct, produce

perspectives related to a topic or
concept

based on observations or prior
knowledge

source or text

o Formulate an original problem
given a situation

o Develop a complex model for a
given situation

multiple sources or texts

o Design a model to inform and
solve a real-world, complex, or
abstract situation
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Figure 3-1 Webb alignment Tool

Depth of Knowledge (DOK) Levels

Connect

Synthesize

Apply Concepts

Critique

Analyze

Create

Level One Activities

Recall elements and details of story
structure, such as sequence of
events, character, plot and setting.

Conduct basic mathematical
calculations.

Label locations on a map.

Represent in words or diagrams a
scientific concept or relationship.

Perform routine procedures like
measuring length or using
punctuation marks correctly.

Describe the features of a place or
people.

Arrange

Design

Prove

Draw

Define
Calculate
Repeat State

Tell
Recall

Revise

Apprise
Critique

Formulate

Hypothesize

Level Two Activities
Identify and summarize the major
events in a narrative.

Use context cues to identify the
meaning of unfamiliar words.

Solve routine multiple-step problems.

Describe the cause/effect of a
particular event.

Identify patterns in events or
behavior.

Formulate a routine problem given
data and conditions.

Organize, represent and interpret
data.

Identify
Memorize
Who, What, When, Where, Why
Tabulate

Recognize

Develop a Logical Argument
Use Concepts to Solve Non-Routine Problems

Explain Phenomena in Terms of Concepts

Draw Conclusions

Cite Evidence

List
Label

lllustrate

Name
Report

Level Identify Patterns
(I?ne") Graph Organize
eca ;
ety Construct
Separate
Level Describe Level e Modify
Four M Two Cause/Effect .
(E)Eter}ded Interpret IS Estimate Predict
Thinking) Concept) o—
Compare
Level Distingui
guish
Three Relate
(Strategic Thinking) Use Context Cues

Construct

Compare

Investigate

Differentiate

Level Three Activities

Support ideas with details and
examples.

Use voice appropriate to the
purpose and audience.

Identify research questions and
design investigations for a
scientific problem.

Develop a scientific model for a
complex situation.

Determine the author’s purpose
and describe how it affects the
interpretation of a reading
selection.

Apply a concept in other contexts.

Measure

Categorize

Collect and Display

Make Observations

Summarize

Infer

Show

Level Four Activities

Conduct a project that requires
specifying a problem, designing and
conducting an experiment, analyzing
its data, and reporting results/
solutions.

Apply mathematical model to
illuminate a problem or situation.

Analyze and synthesize
information from multiple sources.

Describe and illustrate how common
themes are found across texts from
different cultures.

Design a mathematical model to
inform and solve a practical
or abstract situation.

Webb, Norman L. and others. “Web Alignment Tool” 24 July 2005. Wisconsin Center of Educational Research. University of Wisconsin-Madison. 2 Feb. 2006. <httpy/www.wcerwisc.edu/WAT/index aspx>.
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3.1.2 Curriculum Development

North Carolina uses the RBT to help educate students in the complex thinking skills
expected of 21st Century graduates. The RBT was chosen because it has well-defined verbs and
is based on modern cognitive research. RBT categorizes both the cognitive process (Figure 3-2)
and the knowledge dimension of the standard. The cognitive process is delineated by the verb
used in the standard. The chart below illustrates the verbs used in the RBT and their specific

definitions.

Figure 3-2 Cognitive Process: Verbs in the Revised Bloom’s Taxonomy

Cognitive Process

Verbs in the Revised Bloom’s Taxonomy

4 )

Remember Analyze
Recognizing Recalling Differentiating Organizing
Attributing
Understand
Interpreting  Exemplifying Evaluate
Classifying Summarizing Checking Critiquing
Explaining Comparing
Inferring Create
Generating Planning
Applv Producing
Executing Implementing

. J

Fraom Andersan, Lorin ond David Krathwohl, A Taxenamy For Learning, Teaching and Assessing. New Yark: Longman, 2001,

A common understanding of these verbs by teachers is the backbone of professional
development around the new standards. The knowledge dimension is a way to categorize the
type of knowledge to be learned. For instance, in the standard “the student will understand the
concept of equality as it applies to solving problems with unknown quantities,” the knowledge to

be learned is “the concept of equality as it applies to solving problems with unknown quantities. ”
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Knowledge in the RBT falls into four categories:

e Factual Knowledge

e  Conceptual Knowledge

e Procedural Knowledge

e Meta-Cognitive Knowledge

3.2  Step 1-Content Domain Specification and Blueprints

Test specifications® for the NCSTP were developed in accordance with the standards and

objectives specified in the NCESS. AERA/APA/NCME Standard 4.1 states:

Test specifications should describe the purpose(s) of the test, the definition of the
construct or domain measured, the intended examinee population, and interpretations for
intended uses. The specifications should include a rationale supporting the
interpretations and uses of test results for the intended purpose(s) (p. 85).

In addition, AERA/APA/NCME Standard 4.12 states, “Test developers should
document the extent to which the content domain of a test represents the domain defined in the

test specifications” (p. 89).

The NCDPI invited teachers to collaborate and develop recommendations for a
prioritization of the standards indicating the relative importance of each standard, the anticipated
instructional time, and the appropriateness of the standard to different item types. Subsequently,
curriculum and test development staff from the NCDPI met and reviewed the results from the
teacher panels and developed weighted distributions of the number of items sampled across

domains for each grade level.

Table 3-3 through Table 3-5 show the adopted content domain specification as well as
item types for EOG Science Grades 5 and 8 and EOC Biology assessments by form. Based on
the content domain specification, test blueprints were developed that matched the number of
items from each standard to be represented on each test form. The tables show that at the domain

level and in terms of the relative emphasis of the standards coverage, all test forms (paper- and

¢ The EOG and EOC assessment specifications information can be found in the following website:
http://www.ncpublicschools.org/accountability/testing/technicalnotes
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computer- based) conform closely to the content domain specification and blueprints (see

Appendix 3-B Content Domain Specification and Blueprints).

The paper form consisted of all MC items. Computer based forms have two new
additional item types; drag-and-drop (DD) and text identify (TT). The Computer based forms’
content domain by item types are shown in Table 3-4 for grade 5, Table 3-6 for grade 8, and
Table 3-8 for Biology. Each Computer based form consisted of 57 MC, 2 DD, and 1 TI except
for grade 8 science Form O where there are 58 MC, 1 DD, and 1 TI items. Section 3.3.3
describes the characteristics of the DD and TI item types.
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Table 3-3 Content Standards and Weight Distribution, Grade 5 Science

Blue Form A Form B Form C Form M Form N Form O
Domain Print No. No. No. No. No. No.
(%) of % of % of % of % of % of %
Items Items Items Items Items Items
Forces and Motion (5.P.1) 13-15 8 13.3 8 13.3 8 13.3 8 13.3 8 13.3 8 13.3
Matter: Properties and Change (5.P.2) 12-14 9 15 9 15 9 15 9 15.0 8 13.3 9 15.0
Energy: Conservation and Transfer (5.P.3) 11-13 5 8.3 6 10 5 8.3 6 10.0 6 10.0 4 6.7
;ESa"Ethl)SyStems’ Structures and Processes 15-17 10 167 11 183 11 183 10 167 11 183 11 183
(Sstrﬁcf‘)ms and Functions of Living Organisms 1, ¢ 19 167 o 15 o 15 10 167 9 150 9 150
Ecosystems (5.L.2) 14-16 10 16.7 10 16.7 9 15 10 167 11 18.3 10 16.7
Evolution and Genetics (5.L.3) 13-15 8 133 7 11.7 9 15 7 11.7 7 11.7 9 15.0
Total 100 60 100 60 100 60 100 60 100 60 100 60 100
Table 3-4 Computer Forms Content Standards by Item Type, Grade 5 Science
Domain Form M Form N Form O
DD MC TI Total DD MC TI Total DD MC TI Total
Forces and Motion (5.P.1) 0 7 1 8 0 8 0 8 0 8 0 8
Matter: Properties and Change (5.P.2) 0 9 0 9 0 8 0 8 0 9 0 9
Energy: Conservation and Transfer (5.P.3) 1 5 0 6 0 5 1 6 0 4 0 4
Earth Systems, Structures and Processes (5.E.1) 0 10 0 10 1 10 0 11 0 11 0 11
Structures and Functions of Living Organisms (5.L.1) 1 9 0 10 0 9 0 9 0 9 0 9
Ecosystems (5.L.2) 0 10 0 10 1 10 0 11 2 7 1 10
Evolution and Genetics (5.L.3) 0 7 0 7 0 7 0 7 0 9 0 9
Total 2 57 1 60 2 57 1 60 2 57 1 60
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Table 3-5 Content Standards and Weight Distribution, Grade 8 Science

Domain Blue Form A Form B Form C Form M Form N Form O
Print “No.of % No.of % No.of % No.of % No.of % No.of %
(%) Items Ttems Ttems Items Items Items
Matter: Properties and Change (8.P.1) 14-16 10 16.7 10 16.7 10 16.7 10 16.7 10 16.7 10 16.7
Energy: Conservation and Transfer (8.P.2) 10-12 6 10 6 10 6 10 6 10.0 6 10.0 6 10.0
Earth Systems, Structures and Processes 13-15 8 13.3 8 13.3 8 13.3 8 13.3 8 13.3 8 13.3
8.E.1
SEarth %{istory (8.E.2) 11-13 7 11.7 7 11.7 7 11.7 7 11.7 7 11.7 7 11.7
Structures and Functions of Living 19-23 11 18.3 11 18.3 9 15 11 18.3 11 18.3 9 15.0
Organisms (8.L.1/8.L.2)
Ecosystems (8.L.3) 9-11 6 10 6 10 8 133 6 10.0 6 10.0 8 133
Evolution and Genetics (8.L.4) 11-13 8 13.3 8 13.3 8 13.3 8 13.3 8 13.3 8 13.3
Molecular Biology (8.L.5) 8-10 4 6.7 4 6.7 4 6.7 4 6.7 4 6.7 4 6.7
Total 100 60 100 60 100 60 100 60 100 60 100 60 100
Table 3-6 Computer Forms Content Standards by Item Type, Grade 8 Science

Domain Form M Form N Form O

DD MC TI Total DD MC TI Total DD MC TI Total
Matter: Properties and Change (8.P.1) 1 8 1 10 0 9 1 10 1 8 1 10
Energy: Conservation and Transfer (8.P.2) 0 6 0 6 0 6 0 6 0 6 0 6
Earth Systems, Structures and Processes (8.E.1) 0 8 0 8 1 7 0 8 0 8 0 8
Earth History (8.E.2) 0 7 0 7 1 6 0 7 0 7 0 7
Structures and Functions of Living Organisms (8.L.1/8.L.2) 0 11 0 11 0 11 0 11 0 9 0 9
Ecosystems (8.L.3) 0 6 0 6 0 6 0 6 0 8 0 8
Evolution and Genetics (8.L.4) 1 7 0 8 0 8 0 8 0 8 0 8
Molecular Biology (8.L.5) 0 4 0 4 0 4 0 4 0 4 0 4
Total 2 57 1 60 2 57 1 60 1 58 1 60
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Table 3-7 Content Standards and Weight Distribution, Biology

Domain o El.ue Form A/M Form B/N Form C/O
ode mnt - No.of No.of No.of

(%0) Items Ttems % Items %
Structures and Functions of Bio.l.I/12 1822 12 200 12 200 12 200
Living Organisms
Ecosystems Bio.2.1/2.2 18-22 12 20.0 12 20.0 12 20.0

. . Bio.3.1/3.2
Evolution and Genetics 33/ 34735 43-53 27 45.0 27 45.0 27 45.0
Molecular Biology Bio.4.1/4.2 15-19 9 15.0 9 15.0 9 15.0
Total 100 60 100 60 100 60 100
Table 3-8 Computer Form Content Standards by Item Type, Biology
Form M Form N Form O

Domain Code DD MC TI Total DD MC TI Total DD MC TI Total
Structures and
Functions of Living Bio.1.1/1.2
Organisms 1 11 0 12 0 12 12 1 11 0 12
Ecosystems Bio.2.1/2.2 1 11 0 12 0 11 12 0 12 0 12
Evolution and Bio.3.1/3.2
Genetics /3.3/3.4/3.5 0 26 1 27 1 26 27 0 26 1 27
Molecular Biology  Bio.4.1/4.2 0 9 0 9 1 8 9 1 8 0 9
Total 2 57 1 60 2 57 60 2 57 1 60

DD=Drag-and-drop, MC=Multiple-Choice, TI=Text identify

3.3 Step 2-1tem Development

In Step 2, NCDPI began the process of writing and aligning items to NC grade-level

assessments blueprints. This section as well as Sections 3.4 and 3.5 discuss item development in

order to comply with AERA/APA/NCME Standard 4.7, which states, “The procedures used to

develop, review, and try out items and to select items from the item pool should be documented”

(p. 87).

3.3.1 Plain English Approach

Before the development of items, the NCDPI on April 28, 2011, conducted a workshop

on the use of “Plain English” practices in test construction. The workshop was facilitated by

Dr. Edynn Sato, Director of Research and English Learner Assessment with the Assessment and
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Standard Development Services Program at West Ed. Target participants for this workshop
included personnel from NCDPI Accountability Division (also includes the test development
section), the K-12 Curriculum and Instruction Division, and NCSU-TOPS staff. The one day
training workshop focused on the latest research in the area of plain English practices and
examined its use in the NCDPI training of item writers and reviewers. Lessons learned from this
training were used to reevaluate how items for the new assessments were developed following
the plain English framework, which emphasizes clarity without altering the construct being
assessed. In general, the goal was to develop items that assess the construct without adding in
the construct- irrelevant variance that may come into play if the students cannot access and

interpret what is being required of them.

The training emphasized aspects of the test items, such as presentation of material, socio-
cultural contexts, and culture-specific references, which may interfere with the measurement of
the students’ ability to demonstrate their knowledge of the content. This is also known as
construct-irrelevant variance. Such construct-irrelevant variance can lead to an underestimation
of the students’ true ability levels. Strategies such as Universal Design and Plain English have
been found to increase access by reducing unnecessary linguistic and cultural complexities, thus
reducing construct-irrelevant variance for students for whom these factors may exist while yet

maintaining appropriate measurement of the construct for the entirety of the student population.

The concept of Universal Design originated in architecture with the goal of providing the
maximum accessibility and usability of buildings, outdoor spaces, and living environments. This
concept centered on the belief that our environments should be accessible and usable by
everyone, regardless of their age, ability, or circumstance. When applied to learning and
assessment, Universal Design centers around development and creation of learning environments
and assessments that are accessible and usable by students of all abilities, including SWD and
ELL. These core principles are emphasized in the item writer training courses designed by the
NCDPI and required to be taken by all potential item writers/reviewers. The complete workshop
materials, including the workshop agenda, are available in Appendix 3-C Exhibit 307 Plain
English Training 042811.
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3.3.2 Item Writer Training

North Carolina educators from across the state were recruited and trained to develop new
items. The diversity among the item writers and their knowledge of the current NCESS was
addressed during recruitment. Educators with expertise and experience with students with
disabilities, English language learners, and other student populations such as visually impaired
are recruited to write and review items. The use of North Carolina educators to develop items
strengthened the instructional and face validity of the items. Teachers and educators are recruited
as needed. Item writing training for the item tryout and field test administrations occurred using a

face-to-face format.

The NC Education Moodle system was introduced in 2011-12 allowing for virtual
training. Depending on the event and the experience of the group that is being asked to write and
review, training may be best applied in a face-to-face session. However, the majority of training
is designed to be delivered in self-directed online training modules. To be included in the
potential item writer or reviewer pool, teachers and educators from North Carolina were asked to

visit https://center.ncsu.edu/nc/x_courseNav/index.php?id=21and take the appropriate subject-

area “A” level Content Standards Overview course and the “B” level Test Development Basics
course in the Moodle system. The “A” level subject course cover two main topics. The first
section presents an overview tutorial that unpacks the NCESS for the specific content area. This
is intended to broaden their understanding of the content standards and the areas of interest. The
second section of the tutorial provides trainees with an overview of Webb’s DOK and Webb’s
alignment model adopted by the NCDPI as a tool to help them develop test questions that closely
agree with the NCESS. The “B” level course is designed as the next-level course for potential
item writer/reviewers who have successfully completed the “A” level course. This course is

presented under six main sections:

1. Test Development Process
Multiple-Choice Item Writing Basics
Fairness and Sensitivity

Security and Copyright

Using the Test Development System (TDS)

A O

Next Steps

26


https://center.ncsu.edu/nc/x_courseNav/index.php?id=21

Once the online training courses are completed, teachers are directed to go to an online

interest form at http://goo.gl/forms/wXv4ImhOko. Here they can register to let the North

Carolina Testing Program know they are interested in writing or reviewing items. Teachers who
submit interest forms will be contacted when item writing or reviewing is needed in their subject
area. For a complete description of the item writer training process and links to the training

courses see Appendix 3-D Test Development Process Teachers 6-2-15.
3.3.3 Usability Study for Technology-Enhanced Items

As a part of the Accountability and Curriculum Reform Effort (ACRE) initiative and
the redesign of the EOG and EOC assessments, the NCDPI conducted a usability study on
new item types with the goal of making assessments more authentic and engaging to
students. The usability study for science was on computer based TE items. The evaluation
criteria centered on aspects of accessibility, user-friendliness, and authenticity of construct
measured. During the exploratory phase of science online tests, the NCSTP looked at two

types of TE items, DD and TI, and their functions.

While the TE items hold promise to improve student engagement and the appeal of
the assessment, they do require extra development safeguards to ensure that the items appear
and function as intended while minimizing the introduction of construct-irrelevant variance.
Also, there needs to be evidence that the scoring protocol is accurate and all responses are
scored properly and that students with fewer computer skills are not disadvantaged. Figure
3-3 shows an example of a TI item with a stem and multiple options. Students are instructed

to read the stem then identify the correct text provided by clicking on all correct options.
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Figure 3-3 Text Identify TE Item Example

“TEXT IDENTIFY” TECHNOLOGY ENHANCED ITEM FORMAT

The options below represent features of the U.S. Constitution and its predecessor, the Articles of Confederation. Select from them three
weaknesses of the Articles of Confederation that were eliminated by ratification of the U.S. Constitution (drag and drop into the bottom box).

‘ Lack of a chief executive ‘ ‘ Addition of a bill of rights ‘
‘ Separation of powers ‘ ‘ Lack of a national judiciary ‘
‘ Plan for adding new states ‘ ‘ Power to regulate commerce

An example of the drag-and-drop item is shown in Figure 3-4. In this type of item,

students drag-and-drop correct options as answer into different containers.

Figure 3-4 Drag-and Drop TE Item Example

The options below this table list different types of living things. Place (drag and drop) each type into the proper location in the table.
Living Thing Type
Grasshopper
Eagle
Tree
Bird Insect
Fish Plant
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A TE Item Usability Study (TEUS) for science was conducted by observing a sample of
students in a class involving ten students in Grade 5, six in Grade 8, and five in high school
Biology. Table 3-9 shows the usability study process in detail. At the end of each session,
evaluators went over a set of survey questions with each student. Evaluators also completed a
second survey at the end of the study. The complete survey instrument is presented in Appendix

3-E TEUS Survey Questions 2011.

The observation results showed that most grade 5 students spent 1 to 2 minutes in reading
directions. However, grade 8 and high school students spent 1 minute or less. Five out of ten
students (50%) in Grade 5, three students (50%) in Grade 8, and one student (20%) in Biology
reported directions being unclear or wordy, and did not follow directions correctly. Only three
students (30%) in Grade 5 knew how to indicate answers, and the rest needed help in figuring out
the drag-and-drop function in text identifier items and to know how to deselect a choice. In
Grade 8 and Biology class, fewer students (two from each grade level) turned to facilitators for

help.

29



Table 3-9 Technology-Enhanced Items Usability Process

Step Purpose Time (minutes)
1. Introductions Introduce student to evaluator. 3-5
2. Ice breaker activity Set the student at ease and establish a friendly 4-5
atmosphere.
3. Overview of session Preview the session. Provide directions. 3-5
4. Presentitem 1 Protocol 7-10
1. Evaluator begins recording

2. Present item and ask student to read
directions and answer question

3. Student interacts with test question
4. Evaluator observes and takes notes
5. Evaluator stops recording when student is
finished
5. Present items 2—4 o Repeat protocol with question 2—4 7-10
6. Conclusion e Present survey questions. 5-15

e Replay recording of interaction and ask the
student what they were thinking during certain
parts of the interaction.

¢ Thank the student for their feedback and
participation.

TOTAL 35-60

During the test, most students reacted well to the scroll bar, and only a few students
(around 30 to 40% from each grade level) either did not realize there was a scroll bar or did not
know how to use it to see all the choices. Most intervention was provided when students were

dealing with the drag-and-drop function as well as the scroll bar.

On the survey question that asked whether the test questions were confusing or unclear,
some minor technical issues were reported. One student from Grade 5 reported an issue with the
drag-and-drop function, and the other one from Grade 8 reported the mouse jumping around and
causing unintentional scrolling. When accessing the items, the only problem reported was the use
of the scroll bar. Other than that, answers stored correctly and scoring worked correctly in these

three grades.
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The results from the survey showed that, in general, most students reacted positively to
the TE items. Some of them thought the TE items were easier than the other multiple-choice
items. One Grade 8 student thought that “it was cool how they moved,” and one in Grade 5 said
it was a good way to take a test. Some treated the new item type the same as other test questions.
Only one student from Grade 5 reacted to the TE items impatiently, because it slowed him down
with scrolling issues. The usability study allowed NCDPI to observe students interacting with
these new items and provided valuable feedback on the improvement, design, and selection of

TE items.
3.3.4 Item Tryout

In spring 2011, the NCDPI conducted an online item tryout for EOG Science Grade 5 and
Grade 8 as well as EOC Biology with a purpose to evaluate new item types and assessments
delivered via the new computer platform. As a part of the item tryout, at the end of the
assessment, students were asked to respond to a short survey about their experience interacting
with the test questions, their preferences regarding online assessments, and their online
experiences outside of summative assessments. The gender and ethnicity distributions of the
respondents are shown in Table 3-10. The survey recorded 4202 respondents for grade 5, 3734
for grade 8, and 2331 for Biology.

The grades 5 and 8 Science and high school Biology computer-based assessments
consisted of traditional MC and TE item types. Results of the student survey questions dealing
specifically with TE item types were mixed (see Table 3-11 and Table 3-12). In general, students
reported that their experience with computer tests was positive (69% agreed in grade 5, 58% in
grade 8, and 54% in Biology). Less than half of the students responded positively when asked if
they liked the new item types (45% in grade 5, 37% in grade 8, and 36% in Biology). The
balance of responses were distributed across “Neutral,” “Disagree,” and “Did Not Respond”
categories. When students were asked if the new types of test questions on this test were easy to
understand, responses varied, but 36% in grade 8 and 45% in Biology agreed that they were. In
grade 5, however, the largest proportion of students (42%) disagreed with it. For the Biology
assessments (Table 3-12), the largest proportion of the students (44%) liked the new item types
better than multiple-choice, and clicking and dragging worked well for 73% of the students.
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Table 3-10 Demographic Characteristics of the Students Who Took the Survey

Grade Demographic Characteristics Frequency  Percent
Grade 5 Ethnicity White 2283 54%
(Total =4,202) Black 970 23%
Hispanic 542 13%
Asian 133 3%
American Indian 132 3%
Multiple 142 3%
Gender Female 2127 51%
Male 2075 49%
Grade 8 Ethnicity White 1517 41%
(Total = 3,734) Black 1346 36%
Hispanic 548 15%
Asian 121 3%
American Indian 61 2%
Multiple 139 4%
Pacific Islander 2 0.05%
Gender Female 1895 51%
Male 1839 49%
Biology Ethnicity White 1326 57%
Black 650 28%
(Total =2,331) Hispanic 180 8%
Asian 92 4%
American Indian 22 1%
Multiple 61 3%
Gender Female 1184 51%
Male 1147 49%
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Table 3-11 Preference of Item Types / Test Modes — EOG Science

Grade 5 Grade 8
. Did Not . Did Not
Agree Neutral Disagree Respond Agree Neutral Disagree Respond
I liked taking this kind of 2901 677 550 74 2176 656 842 60
test on the computer. (69%) (16%) (13%) (2%) (58%) (18%) (23%) (2%)
éggsi?oietﬁzngs oftest 1905 1280 820 188 | 1365 1074 1154 141
0 0 0 0 0 0 0 0
introduced on this test. (45%) (3B1%)  (20%) (4%) (37%) (29%) (31%) (4%)
gf;g?gstzfliii"sftf;twere 1197 1060 1775 170 | 1358 1088 1148 140
0 0 0 0 0 0 0
casy to understand. (29%) (25%)  (42%) (4%) (36%) (29%) (31%) (4%)
Table 3-12 Preference of Item Types / Test Modes — EOC Biology
Agree Neutral Disagree Did Not
Respond
I liked taking this kind of test on the 1253 559 479 40
ter.
computet (54%) (24%) (21%) (2%)
I liked the new types of test questions that 850 709 708 64
introduced on this test.
were introduced on this tes (36%) (30%) (30%) (3%)
The new types of test questions on this test 1053 674 541 63
were easy to understand. (45%) (29%) (23%) (3%)
I liked the new types of questions on this test 1036 652 579 64
more than the usual multiple-choice type o o o o
questions. (44%) (28%) (25%) (3%)
Test questions that required clicking and 1698 294 275 64
dragging a word to a location on the screen . . o o
worked well a2 (%)

Regarding students’ spending time on electronic devices, most students reported that they

spend about one to four hours a day (65% of grade 5, 73% of grade 8, and 76% of Biology

students) using a computer or related products in all three grades (see Table 3-13). Students who

did not spend time on any electronic devices amounted to 21% or fewer across grades.
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Table 3-13 About how many hours per day do you usually spend using a computer and/or video

game console?

Hours Spent in Grade 5 Grade 8 Biology
Computer Related

Activities Frequency Percent Frequency  Percent Frequency Percent
0 890 21% 240 13% 265 11%
1 to4 2744 65% 1363 73% 1772 76%
5to 10 326 8% 169 9% 169 7%
Greater than 10 134 3% 38 2% 64 3%
Did Not Respond 108 3% 48 3% 61 3%

Students were also asked to provide information about any prior experience with

computers for academic use (Table 3-14 and Table 3-15). The majority of grade 8 (54%) and HS

Biology (69%) students indicated that they turned in their homework using a computer.

Similarly, 90% or more of the students have used handheld electronic devices in all three grade

levels. HS Biology students also frequently used social networking services (86%) and online

courses (46%) as a part of their experience with electronic devices (see Table 3-15).

Table 3-14 Past Experience with Computer — EOG Science

Survey Questions Grade 5 Grade 8
Did Not Did Not

Yes No Respond Yes No Respond
Have you turned in classwork or 1656 2425 121 2019 1608 107
homework assignments using a . . . . . .
computer? (39%)  (58%) (3%) (54%)  (43%) (3%)
Have you used any handheld 3799 290 113 3427 209 98
electronics at school such as
clickers, calculator, etc.? (90%) (7%) (3%) (92%) (6%) (3%)
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Table 3-15 Past Experience with Computer — EOC Biology

Survey Questions Yes No Did Not Respond
Have you turned in classwork or 1604 649 78
homework assignments using a computer? (69%) (28%) (3%)

Have you used any handheld electronics at 2135 119 77

school such as clickers, calculator, etc.? (92%) (5%) (3%)

Have you used social network services 2007 246 78

(e.g., Facebook, MySpace, etc.)? (86%) (11%) (3%)
Have you taken a course online or do you 1080 1175 76

plan to take one in the near future? (46%) (50%) (3%)

Table 3-16 summarizes technical issues students experienced while completing TE items
during the tryout. Thirty-five percent or less of the students indicated experiencing some sort of
technical issues. Highlighting text was the most common issue reported in 5 grade (35%),
followed by “Clicking on answer choice” (18%) and “Clicking on buttons or using tools” (16%).
The same pattern is true for grade 8 with 21%, 16%, and 15% respectively. In HS Biology, the
highest proportion of students (17%) indicated “Moving between pages/questions” as the biggest
technical issue followed by “Highlighting text” (16%).

Table 3-16 Please check any of the features you had problems using.

Technical Issues Grade 5 Grade 8 Biology
N Percent N Percent N Percent
Moving between pages /questions 635 15% 771 21% 389 17%
Clicking on buttons or using tools 689 16% 556 15% 211 9%
Clicking on answer choices 739 18% 611 16% 209 9%
Scrolling within a question 359 9% 346 9% 175 8%
Highlighting text 1462 35% 787 21% 368 16%
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Among the respondents, 61% of Grade 5, 58% of grade 8, and 47% of HS Biology
students preferred online tests over paper and pencil tests for Science (Table 3-17). Only 19% or

less of students in each grade indicated “No”.

Table 3-17. For this subject, do you feel that online tests are better than paper-and-pencil tests?

Grade 5 Grade 8 Biology
Frequency Percent Frequency Percent Frequency Percent
Yes 2552 61% 2152 58% 1096 47%
No 678 16% 599 16% 451 19%
Did Not Respond 972 23% 983 26% 784 34%

3.3.5 Item Difficulty

For the purposes of guiding item writers to provide a variety of items, they were
instructed to classify items into three expected levels of difficulty: easy, medium, and hard. Easy
items are defined as items that the item writers expect will be answered correctly by
approximately 70% or more examinees. Medium items are expected to be answered correctly by
40-70% of the examinees. Hard items are expected to be answered correctly by approximately <

40% of the examinees.

The item writers were further instructed to write approximately 25% of their items at the
hard level, 25% at the easy level, and the remaining 50% at the medium level of difficulty. These
targets are used to replenish item pools ensuring an adequate range of difficulty. It is important
to note that these levels of difficulty are based solely on the judgment of item writers and are not
empirically derived. Actual item difficulty as defined by the actual proportion correct under field

test and operational test conditions will be presented in Chapter 4.

In addition to expected difficulty, item writers also considered the cognitive rigor or
DOK in terms of recall and reproduction, skills and concepts, strategic thinking, and extended
thinking required to answer each item. This ensures a balance of difficulty as well as a balance
across the different cognitive levels among the items in the North Carolina EOG and EOC

assessments.
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3.3.6 Item Alignment

A critical aspect of item quality is alignment. Alignment refers to the extent to which an
item agrees with and represents the content standard it is designed to measure. Assessments
composed of items that are misaligned will generate scores that do not measure the breadth and
depth of the intended construct. Scores from a misaligned assessment are characterized by high
construct-irrelevance variance and will underestimate or overestimate students’ achievements.

For this reason, alignment evidence is one of the most important sources of content validity.

During the item development phase, two groups were responsible for item alignment: 1)
content specialists at the North Carolina State University-Technical Outreach for Public Schools
(NCSU-TOPS) and 2) members of the NCDPI/K-12 Curriculum and Instruction Division®. These
groups independently reviewed proposed items through NC’s online item writing system, the
Test Development System (TDS) and classified them by the NCESS and DOK levels. Any items
with discrepant classifications were prevented from continuing through item development until

the discrepancy was resolved.
3.3.7 Item Format

The Grades 5 and 8 Science and Biology assessments consist of traditional four-foil MC
items in Paper forms and MC as well as two types of TE items in computer-based forms. The
two types of TE items referenced in the usability studies that were developed for the EOG and
EOC forms are: TI and DD. For examples of these item types, please refer to Figure 3-3 and
Figure 3-4 in Section 3.3.3.

3.4 Step 9-Field Test Item Review

To ensure that items were developed in alignment with the NCESS standards, each item
went through a detailed review process before being placed on a field test. The following
Standards (AERA/APA/NCME, 2014) state the need of testing process and minimizing

construct irrelevant variance:

9The NCDPI/test development created an alignment plan in 2010 before the development of any items. The
alignment plan was reviewed by an expert in content alignment, Dr. Karen Hess, from the Center for Assessment.
Based on her recommendations, an alignment plan was devised that would pre-align test items to the NCSCS content
standards.
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Standard 3.1—Those responsible for test development, revision, and administration
should design all steps of the testing process to promote valid score interpretations for
intended score uses for the widest possible range of individuals and relevant subgroups in

the intended population.

Standard 3.2—Test developers are responsible for developing tests that measure the
intended construct and for minimizing the potential for tests’ being affected by construct-
irrelevant characteristics, such as linguistic, communicative, cognitive, cultural, physical,

or other characteristics.

A separate group of North Carolina educators were recruited to review all items. Once

items had gone through educator review, test development staff members, with input from

curriculum specialists also reviewed each item. Items were further reviewed by educators and/or

staff familiar with the needs of students with disabilities, English Language Learners and

students with visual impairments. This review addresses concerns due to bias or sensitivity

issues, such as contexts that may elicit an emotional response, inhibit a student's ability to

respond, or may be unfamiliar to a student for cultural or socio-economic reasons.

The criteria for evaluating each written item included the following:

1. Conceptual

Objective match (curricular appropriateness)
Webb’s Depth-of-Knowledge match

Fair representation

Lack of bias or sensitivity

Clear statement

One best answer

Common context in foils

Credible foils

Technical correctness

2. Language

Appropriate for age
Correct punctuation
Spelling and grammar

Lack of excess words
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- No stem or foil clues

- No negative in foils (unless it fits the objective)

- Readability is grade-level appropriate

- Idioms and two-word verbs do not inhibit accessibility for ELL students

3. Format

- Logical order of foils

-  Familiar presentation style, print size, and type
- Correct mechanics and appearance

- Equal/balanced length foils

4. Diagram/Graphics

- Necessary

- Clean

- Relevant

- Unbiased

- Accessibility for visually impaired students
- Ability to be Brailed

3.5 Steps 10/11-Field Test Forms Assembly and Review

Items for each grade level were assembled into field test forms based on the assessment
content specification and blueprint. Field test forms were organized according to the blueprints to
be implemented for the operational assessment. Table 3-18 shows the number of forms, number
of items in each form, and total number of items administered in the 2011 — 2012 stand-alone
field test. Before the field test administration, outside content reviewers, following steps similar
to operational form review, reviewed the assembled field test forms for clarity, correctness,

potential bias or sensitivity, cuing of items, and curricular appropriateness.

The outside content reviewers were recruited by NCSU-TOPS from a pool of educators
who have had no prior role with item writing or reviewing. In all, 33 outside content specialists
from different subject areas (e.g. ELA/Reading, Math, and Science) have served as external form
reviewers during this EOG and EOC test cycle. Descriptive summaries of their demographic and

educational background are shown in the pie charts in Figure 3-5. These experts provided an
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independent outside evaluation of the forms. All the form reviews were done using the NCDPI’s
online test development system (TDS). All comments were recorded and reviewed and any

1ssues addressed before the forms were administered.

Table 3-18 Number of Items Field Tested for Science EOG and EOC

Grade . . Number of Number of Items Total Number of Items (Unique
Administration(s)
/Course Forms per Form Items)
Grade 5 Spring 2012 8 60 480 (415)
Grade 8 Spring 2012 8 60 480 (425)
Biology Spring 2012 10 75 (600P+15FT) 600P+150FT (400)
Figure 3-5 Demographic Information for Outside Form Reviewers
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Chapter 4 Field-Test Administration and Operational Form
Construction

This chapter describes the field test administration, including the sampling plan enacted
to ensure that each form was administered to a representative sample of students. In addition, the
chapter describes the psychometric analyses conducted on the field test data and the steps taken

to construct the operational test.

4.1 Step 12-Field Test Sample and Administration®

Sampling for 2011-12 field testing of the North Carolina science assessments was
accomplished using stratified random sampling at school level, with the goal being a selection of
students within schools that were representative of the entire student population in North
Carolina. The following stratifying variables were used to ensure the final sample was

representative:

- Gender
- Ethnicity
- Region of the state

- Economically disadvantaged classification (based on free/reduced lunch program
enrollment)

- Students with disabilities
- Students with limited English proficiency
- Previous year’s test scores

Comparative descriptive statistics of the respective population and the field test sample across
the various stratifying variables are shown in Table 4-1 to comply with Standard 1.8 of the
AERA/APA/NCME (2014) Standards, which states:

The composition of any sample of test takers from which validity evidence is obtained should

be described in as much detail as is practical and permissible, including major relevant
socio-demographic and developmental characteristics (p. 25).

¢ NCDPI employs the same administration procedures for the field test and the
operational assessment. Please see Chapter 5 for a detailed discussion of NC’s administration
procedures.
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Table 4-1 Demographic Summary for Science Field Test 2012 Sample Participants

Grade Level
Category 5 8 Biology
Population =~ Sample  Population  Sample  Population  Sample
N 117,975 21,377 112,668 20,991 120,496 21,765
Gender (%) Female 49.4 49.8 49.3 49.6 49.5 49.1
Male 50.5 50.2 50.6 50.4 50.1 50.9
Ethnicity (%) Asian 2.6 2.5 2.5 2.3 3.0 8.2
Black 26.1 25.6 26.6 25.4 28.4 14.5
Hispanic 14.0 13.7 11.7 114 10.7 9.6
White 52.1 534 53.8 55.8 52.7 60.4
Other 5.2 4.8 5.3 5.1 4.8 7.3
Special ELL 5.8 5.9 4.5 4.6 33 1.5
Population (o) ~ SWD 9.5 8.7 8.7 8.1 9.9 11.1
EDS 56.6 52.8 52.8 47.6 46.5 29.7

ELL=English Language Learner, SWD=Student with disability, EDS=Economically Disadvantaged

Table 4-1 shows comparisons of the proportions of students selected for the field test
sample against the total population. The desired sampling rate was set at 15% from each grade
level. After attrition, the effective sample for grade 5 was 21,377, grade 8 was 20,911, and
Biology was 21,765. Demographic proportions from the field test sample and population across
the respective grades show a very similar distribution across the major demographic variables,
except in Biology where the proportion of white students in the sample was about 7% more than
in the population and that of black students was about 14% less in the sample. In terms of special
population categories, the field test samples are representative of the population distribution for
ELL, SWD, and Economically Disadvantaged students. Overall, the field test sample is
representative of North Carolina students at the respective grade levels, and sample statistics can
be generalized and interpreted to reflect population parameters within a reasonable amount of

sampling error.

4.2  Step 13-Field Test Item Analyses

Field test data analyses provided statistical evidence used to determine whether items

were retained for use on an operational North Carolina EOG or EOC form. Three main statistical
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methods were used to conduct item analysis from the field test: Classical Test Theory (CTT),
Item Response Theory (IRT), and Differential Item Functioning (DIF) analyses. In addition,
content experts conducted a qualitative review on all statistically flagged items. There are
various qualitative and/or quantitative reasons items may be flagged, including multiple correct
responses, no correct response, or statistical bias against certain student groups. Only those field
test items demonstrating adequate statistical and content properties were considered for

operational use.
4.2.1 Classical Analysis Summary of Field Test Items

Classical item analyses of the field test items were conducted in SAS and included
evaluation of item p-value and item-to-total correlation (biserial) statistics to determine if items
met NCDPI item quality criteria. Item p-value summarizes the proportion of examinees
answering each item correctly and was used as an indicator of preliminary item difficulty. Valid
ranges of p-values for multiple-choice items are between 0 and 1, where values close to 0
indicate extremely difficult items that very few students answer correctly and values close to 1
indicate very easy items that almost all students answer correctly. The general NCDPI rule is to

keep ite